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Fixed or random effects meta-analysis? Common
methodological issues in systematic reviews
of effectiveness
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Systematic review aims to systematically identify, critically appraise, and summarize all relevant studies that match
predefined criteria and answer predefined questions. The most common type of systematic review is that assessing
the effectiveness of an intervention or therapy. In this article, we discuss some of the common methodological issues
that arise when conducting systematic reviews and meta-analyses of effectiveness data, including issues related to
study designs, meta-analysis, and the use and interpretation of effect sizes.
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Introduction

A systematic review aims to systematically identify,

critically appraise, and summarize all relevant stud-

ies that match predefined criteria and answer predefined

questions.1–5 The most common type of systematic

review is that assessing the effectiveness of an inter-

vention or therapy.

Conducting a systematic review addressing a question

about the effectiveness of an intervention or therapy is a

complex research process. In this article, we discuss and

provide guidance for some of the commonmethodologi-

cal issues that arise when conducting systematic reviews

and meta-analyses of effectiveness data.

Inclusion of quasi-experimental and
observational studies
Evidence about effects of interventions may come from

three main categories of studies: experimental, quasi-

experimental, and observational studies (the latter can
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be further split into analytical and descriptive studies).

Ideally, evidence about the effectiveness of interventions

should come from good-quality randomized controlled

trials (RCTs) which explore final clinical endpoints such as

morbidity, mortality, and quality of life (rather than

surrogate endpoints).6 However, for many clinical inter-

ventions and conditions, RCTs are not available.

There are three approaches to considering which

study designs to include that are equally reasonable

when conducting an effectiveness systematic review.

Option 1 – to consider just RCTs and quasi-experimental

studies; this is the option that was favored in the past by

the Cochrane Collaboration. Option 2 – if there are

good-quality RCTs exploring the interventions, com-

parators, and the outcomes of interest for a systematic

review of effectiveness evidence, reviewers may give

priority to these RCTs over quasi-experimental or obser-

vational studies, and include in their review only the

RCTs; however, if there are no (or limited) RCTs available

following the search, reviewers may consider quasi-

experimental studies for inclusion; if there are no (or

limited) RCTs or quasi-experimental studies, reviewers

may opt to include observational studies; this is the

option that has historically been favored by the Joanna

Briggs Institute. Option 3 – if reviewers want to include

all study designs (RCTs and quasi-experimental and
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observational studies) in their review, this inclusive

approach is acceptable as it allows for examination of

the totality of empirical evidence and may provide

invaluable insights regarding the agreement or disagree-

ment of the results from different study designs. In any

case, the approach to be taken should be detailed in the

a-priori systematic review protocol. Wherever feasible,

we prefer and suggest reviewers consider option 3, the

most inclusive approach.

It is important to note that the issues related to the

agreement or disagreement of results from experimental

and observational studies are complex. Empirical

research has found that sometimes the results of RCTs

contradict results from observational studies.6 However,

meta-analyses based on observational studies can pro-

duce estimates of effect that are similar to those from

meta-analyses based on RCTs.7

Inclusion or exclusion of studies with risk of
bias
Evidence about the effects of interventions may come

from studies with diverse risk of bias. There are two

approaches which are equally reasonable when conduct-

ing an effectiveness systematic review: Option 1 – include

only studieswith lowormoderate risk of bias, and exclude

all studies considered at high risk of bias. In this case,

reviewers have to provide in the review protocol clear

and explicit justification with regard to how the risk of

bias will be ascertained, what represents low, moderate,

and high risk of bias, and whether any ‘cutoff’ scores

will be used. Option 2 – include all studies regardless

of their risk of bias and explicitly consider the risk of bias of

different studiesduringdata synthesis, presentationof the

results, conclusions, and implications. Reviewers should

be aware that there are statistical tools available for the

incorporation of risk of bias in data synthesis and we

recommend two such approaches, the quality effects

model proposed by Doi et al.,8 and the bias adjustment

approach proposed by Thompson et al.9 However, the

issues of incorporating the risk of bias in the conduct of

systematic reviews is complex.10 In any case, the approach

to be taken should be detailed a priori in the systematic

review protocol.

Issues related to cross-over trials, pre-post
studies, and cluster randomized trials
Some systematic reviewers may not be aware that

crossover trials, pre-post studies, and cluster randomized

trials have specific characteristics aligned to both their

design and statistical analyses that should be carefully

considered whenever these study designs are included

in systematic reviews and meta-analyses. We
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recommend reviewers consult appropriate references

regarding the design and analysis of these types of

studies.11–15 When including these types of studies in

a systematic review, it is essential that reviewers consider

the existing statistical guidance regarding meta-analysis

of these types of studies.16–22

Use and interpretation of effect sizes
Effect sizes refer to quantitative indicators of the direc-

tion and magnitude of the effect of the intervention on

outcomes. Despite the vast amount of information

regarding interpreting effect sizes, we have found that

some systematic reviewers remain confused about the

differences between risk (probability) and odds, and the

differences between relative risk (RR) and odds ratio

(OR), and use incorrect narrative descriptions for these

effect sizes. These issues are discussed further and

additional resources such as the Users’ Guides to the

Medical Literature and the Tips for Learners of Evidence-

Based Medicine are also useful guides for systematic

review authors.23,24

Common effect sizes reported in effectiveness

systematic reviews are the OR, RR and risk difference

(RD). Risk is defined as the probability that an event

will occur; RR (also known as the risk ratio) is the ratio of

risk in one group (e.g., intervention group) divided

by the risk in another group (e.g., control group).

Risk difference is defined as the difference between

the risk in one group and the risk in the other group.

Odds are the ratio of the probabilities of the two

possible states of a binary variable, and an OR is the

ratio of the odds for a binary variable in two groups of

patients. If we consider the probabilities of the outcome

being present and the probabilities of the outcome

being absent (i.e., 1 minus the probability of the out-

come present) in an intervention group and a control

group then:
of

n

(1)
Ade

aut
The odds of the outcome being present in the

intervention group is the probability of the out-

come being present in the intervention group

divided by 1 minus the probability of the outcome

being present in the intervention group.
(2)
 The odds of the outcome being present in the

control group is the probability of the outcome

being present in the control group divided by 1

minus the probability of the outcome being

present in the control group.
(3)
 The OR of the outcome being present is the ratio of

the odds of the outcome being present in the

intervention group and the odds of the outcome

being present in the control group.
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Absolute and relative effect sizes for
meta-analysis of binary data
Relative effect sizes such as the RR are easily misleading

in the absence of appropriate contextual information

regarding the risk (probability) of the outcome in

absence of any intervention, and the absolute difference

of the risk (probability) of the outcome between those

receiving an intervention and those receiving a different

intervention. The RR only indicates the risk (probability)

in the intervention group compared with the control

group, for example, an RR of 0.5 indicates that the risk

(probability) is reduced by half in the intervention group.

The RD assists to put the RR into context. For example, an

RR of 0.5 may mean the risk (probability) has reduced

from 80% in the control group to 40% in the experimen-

tal group corresponding to a considerable RD of 40%.

Alternatively, an RR of 0.5 could mean that the risk has

reduced from 0.8% in the control group to 0.4% in the

experimental group, an RD of only 0.4%. Therefore, if

reviewers choose to use the RR, ideally they should also

report the absolute RD effect size. Reviewers should

provide correct and clear interpretation of the computed

effect sizes (Tables 1 and 2). It is important to note that

the RR is not symmetrical, resulting in potentially very

different RRs for a positive outcome compared with its

negative component.25 We recommend that reviewers

be aware of this issue as this can impact the presentation

and interpretation of the results.

Odds ratio: preferred effect size for the
computation phase of meta-analysis of
binary data
Often the terms ‘odds’ and ‘risk’ are used interchange-

ably; however, the OR and RR are calculated in different

ways and it is important to understand this when inter-

preting the results of meta-analysis. Fleiss26 discussed

the statistical properties of the OR and concluded that

the OR is the preferred effect size for the computation

phase of the meta-analysis of binary data regardless of

the study design of the studies. Also, Fleiss and Berlin27

recommended OR as the preferred effect size for the

computation phase of the meta-analysis of binary data, a

view that is agreed to by others.28–30 We agree with this

position that OR should be used as the preferred effect

size whenever possible for the computation phase of the

meta-analysis of binary data. However, there is no uni-

versal agreement on this issue, and others prefer the RR

over OR.31–33

Reviewers should be aware that OR is not easily

interpretable, and they should be mindful of providing

accurate and explicit interpretation of the ORs computed

in meta-analysis.
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In Tables 1 and 2, we provide examples of compu-

tation and interpretation of probability (risk), odds, RR,

RD, and OR (examples for RR and OR >1 and examples

for RR and OR <1).

Reporting the results in natural (clinical)
units for meta-analysis of continuous data
There are different ‘difference’ effect sizes for continuous

data such as weighted mean difference (WMD), and the

standardized mean difference (SMD).

The WMD is used in meta-analysis of continuous data

if all studies included in the meta-analysis measured the

same outcome on the same measurement instrument.

For meta-analysis computation, the difference in means

from each included study is used. The results are

expressed in the natural (clinical) units used for the

measurement instrument. For example, WMD may be

used if all studies included in a meta-analysis measured

blood pressure expressed in mmHg. Another example,

WMD may be used if all studies measured intensity of

pain on the same scale of measurement from zero to

100 units.

The SMD is used in the meta-analysis of continuous

data if studies included in the analysis measured the

same outcome but on different measurement instru-

ments. The results are expressed in units of standard

deviation. In order to facilitate the interpretation of the

results reported in units of standard deviation, reviewers

should convert the results into natural (clinical) units by

multiplying the results expressed in units of standard

deviation with the standard deviation of the scores on a

known or most commonly used measurement instru-

ment. Results will ideally be reported in both these

formats: in units of standard deviation and also

expressed in the natural (clinical) units for one measure-

ment instrument. For example, there are diverse scales of

measurement used tomeasure pain. Suppose that in one

study, pain was measured on a scale from zero to 10; in

another study pain wasmeasured on a scale from 0 to 40;

and, in yet another study, pain was measured on a scale

from zero to 100. It is possible to use the SMD, to report

results from all these studies in a standardized form, in

units of standard deviation and later to convert the

results back to clinical units by using one or each of

these scales.

If WMD is used, reviewers should provide explan-

ations regarding the interpretation of the results

expressed in units used for the measurement instru-

ment. The minimum score and the maximum score that

are possible on the measurement instrument should be

specified together with their interpretation. Suppose

that intensity of pain was measured on a scale of
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Table 2. Example of computation and interpretation of probability (risk), odds, risk ratio, risk difference,
and odds ratio (examples for risk ratio and odds ratio <1)

Suppose that 100 patients are treated with a new intervention and that 20 patients are cured of their disease and 80 patients are
not cured of their disease. The probability (risk) of being cured is 20%. The odds of the disease being cured are 20%/(100% �
20%) ¼ 20%/80% ¼ 2/8 ¼ 1/4 or 1 to 4 in the intervention group. It is useful to remember that these odds of 1 to 4 for being
cured in the intervention group means that there is 20% probability of being cured and 80% probability of not being cured.

Suppose that 100 patients are treated with a control intervention and that 50 patients are cured of their disease and 50 patients
are not cured of their disease. The probability (risk) of being cured is 50/100, that is, 50%. The odds of the disease being cured
are 50%/(100% � 50%) ¼ 50%/50% ¼ 5/5 or 1/1 or 1 to 1in the control group. It is useful to remember that these odds of 1 to
1 for being cured in the control group means that there is 50% probability of being cured and 50% probability of not being
cured.

The risk ratio (RR) is computed as the probability (risk) of being cured in the intervention group divided by the probability (risk) of
being cured in the control group, that is, 20%/50% equivalent to 2/5 or 0.4. This RR of 0.4 is interpreted as indicating that the
probability of being cured in the intervention group is 0.4 times the probability of being cured in the control group.

The risk difference (RD) is computed as the probability (risk) of being cured in the intervention group minus the probability (risk) of
being cured in the control, that is, 20% � 50% equivalent to �30%. This RD of �30% is interpreted as indicating that the
probability of being cured in the intervention group is 30% lower compared with the probability of being cured in the control
group.

The odds ratio of the disease being cured are (20%/80%)/(50%/50%) or equivalently 2/8 or 1/4 or 1 to 4 or 25% or 0.25. This odds
ratio of 1 to 4 or 25% is interpreted as indicating that the odds of the outcome being present in the intervention group are 0.25
times the odds of the outcome being present in the control group. In other words, for our example, the odds of being cured in
the intervention group are 0.25 times the odds of being cured in the control group. Or equivalently, the odds of being cured in
the intervention group are 75% lower compared with the odds of being cured in the control group. It is important to remember
that odds are not probabilities and that odds ratios are not ratios of probabilities but ratios of odds. In our example, in the
intervention group, there is 20% probability of being cured and 80% probability of not being cured. In the control group, there
is 50% probability of being cured and 50% probability of not being cured.

Table 1. Example of computation and interpretation of probability (risk), odds, risk ratio, risk difference,
and odds ratio (examples for risk ratio and odds ratio >1)

Suppose that 100 patients are treated with a ‘new’ intervention and that 80 patients are cured of their disease and 20 patients are
not cured of their disease. The probability (risk) of being cured is 80/100, that is, 80%. The probability (risk) of not being cured is
20/100, that is, 20%. The odds of the disease being cured are 80%/(100% � 80%) equivalent to 80%/20% ¼ 8/2 ¼ 4/1 or 4 to 1
in the intervention group. It is useful to remember that these odds of 4 to 1 for being cured in the intervention group means
that there is 80% probability of being cured and 20% probability of not being cured.

Suppose that 100 patients are treated with a ‘control’ intervention and that 50 patients are cured of their disease and 50 patients
are not cured of their disease. The probability (risk) of being cured is 50/100, that is, 50%. The probability of not being cured is
50/100, that is, 50%. The odds of the disease being cured are 50%/(100% � 50%) equivalent to 50%/50% ¼ 5/5 or 1/1 or 1 to 1
in the control group. It is useful to remember that these odds of 1 to 1 for being cured in the control group means that there
are 50% probability of being cured and 50% probability of not being cured.

The relative risk (RR) is computed as the probability (risk) of being cured in the intervention group divided by the probability (risk)
of being cured in the control group, that is, 80%/50% equivalent to 8/5 or 1.6. This RR of 1.6 is interpreted as indicating that the
probability of being cured in the intervention group is 1.6 times the probability of being cured in the control group.

The risk difference (RD) is computed as the probability (risk) of being cured in the intervention group minus the probability (risk) of
being cured in the control group, that is, 80% � 50% equivalent to 30%. The RD of 30% is interpreted as indicating that the
probability of being cured in the control group is 30% lower compared with the probability of being cured in the intervention
group.

The odds ratio of the disease being cured are (80%/20%)/(50%/50%) or equivalently (80%/20%)/1 ¼ 80%/20% ¼ 8/2 ¼ 4/1 ¼ 4.
This odds ratio of 4 is interpreted as indicating that the odds of the outcome being present in the intervention group are 4
times the odds of the outcome being present in the control group. In other words, for our example, the odds of being cured in
the intervention group are 4 times the odds of being cured in the control group. It is important to remember that odds are not
probabilities and that odds ratios are not ratios of probabilities but ratios of odds. In our example, in the intervention group,
there is 80% probability of being cured and 20% probability of not being cured. In the control group, there is 50% probability of
being cured and 50% probability of not being cured.
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measurement from zero to 100 units. In this example, the

minimum score is zero, and the maximum score is 100. A

score of zero may be interpreted as absence of pain; a

score of 100 may be interpreted as unbearable pain.

In addition, reviewers should provide explanations

regarding the interpretation of positive and negative

scores. For example, sometimes, positive scores are used

to express specific characteristics or degrees of these

characteristics such as medication compliance, or exist-

ence of self-help skills, or positive patient behaviors, and

negative scores are used for lack of medication compli-

ance, absence of skills, or negative behaviors.

In Table 3, we provide a concise summary of the

statistical properties of the effect sizes considered in

this article.

Meta-analysis: objectives of meta-analysis
Essentially, in a systematic review of effectiveness, there

are two synthesis options: meta-analysis and narrative

summary or synthesis. Meta-analysis refers to the stat-

istical synthesis of quantitative results from two or more

studies. Many reviewers appear to adopt a narrow

approach to meta-analysis, focusing exclusively on cal-

culating estimates of effects. However, reviewers should

be aware that there are different, legitimate objectives

for ameta-analysis: to improve statistical power to detect

a treatment effect, provide the closest estimate of an

unknown real effect, identify subsets of studies (sub-

groups) associated with a beneficial effect, and explore if

there are differences in the size or direction of the

treatment effect associated with study-specific variables.

Reviewers should explicitly consider and state the objec-

tive(s) of meta-analysis for their review.

Clinical and methodological heterogeneity
Meta-analysis is only appropriate when studies are con-

sidered similar enough from a clinical and methodologi-

cal point of view (homogenous studies). If studies are

heterogeneous from a clinical (i.e., population, interven-

tion, comparator, and outcome) or methodological (i.e.,

study design and risk of bias) point of view, then it is

uncertain if it is appropriate to synthesize the respective

studies with meta-analysis. The judgment that studies

are homogenous enough and that it is appropriate to

combine the studies statistically should be based on the

understanding of the review question, the characteristics

of the studies, and the interpretability of the results. The

decision should not be based just on statistical hetero-

geneity. Studies that are conceptually similar from a

clinical point of view (but not necessarily identical) with

regard to the participants, interventions, comparators,

settings, outcomes, study design, and risk of bias may be
200 International Journal of Evidence-Based Healthcare � 2015 University of Adelaide, Joanna Briggs Institute
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Table 4. Comparison between fixed-effects and random-effects model for meta-analysis

Criterion Fixed-effects model Random-effects model

Goal of statistical inference (statistical
generalizability of results).

Results apply only to studies included in
meta-analysis.

Results apply beyond included studies.

Statistical assumption regarding the
parameter.

There is one common, fixed parameter
and all studies estimate the same
common fixed parameter.

There is no common, fixed parameter
and studies estimate different
parameters.

Nonstatistical assumption regarding the
comparability of studies from a clinical
point of view (participants; interven-
tions; comparators; outcomes).

It is reasonable to consider that studies
are similar enough and that there is a
common effect.

Studies are different and it is not reason-
able to consider that there is a com-
mon effect.

Nonstatistical assumption regarding the
comparability of studies from a meth-
odological point of view (study design
and risk of bias).

It is reasonable to consider that studies
are similar enough and that there is a
common effect.

Studies are different and it is not reason-
able to consider that there is a com-
mon effect.

The nature of meta-analysis results. The meta-analysis summary effect is an
estimate of the effect that is common
to all studies included in the analysis.

The meta-analysis summary effect is an
estimate of the mean of a distribution
of true effects; this estimate is not the
shared common estimate that is com-
mon to all studies included in the
analysis.

C Tufanaru et al.
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combined in meta-analysis. Where there are clinically

similar but methodological dissimilar studies (such as in

study design or risk of bias), subgroup analyses may be

useful to determine whether these differences have an

impact on the overall effect size.

Meta-analysis: statistical models (fixed-
effects and random-effects models)
Fixed-effects and random-effects models are the most

commonly employed statistical models for meta-

analysis. In Table 4, we provide a concise summary of

comparative characteristics of the fixed-effects and ran-

dom-effects model. In Fig. 1, we provide a decision flow

chart for the selection of the statistical model for meta-

analysis. The decision to use one statistical model or

another is complex and often subjective; however, there

are criteria that can guide decisions about which model

to use.

As the first criterion, reviewers should consider the

goal of statistical inference: is there the intention to

generalize the results beyond the included studies

(generalization inference)? If the answer is ‘yes’, then

the random-effects model is the appropriate statistical

model for meta-analysis; is there the intention to apply

the results only to the included studies (no generaliz-

ations)? If the answer is ‘yes’, then the fixed-effects model

is the appropriate statistical model. As we assume that

usually reviewers want to generalize the conclusions

beyond the actual studies included in meta-analysis,

we suggest that the default model for meta-analysis
202 International Journal of Evidence-Based
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in reviews should be the random-effects model. How-

ever, all decision criteria should be considered and the

statistical model used should be appropriate from this

multicriteria perspective. A second criterion to consider

directly refers to the number of studies included in the

meta-analysis. The fixed-effects model is the appropriate

model when the number of studies is small. Random-

effects models are appropriate when the number of

studies is large enough, that is, enough studies to sup-

port generalization inferences beyond the included

studies. It was suggested that the fixed-effects model

should be used when the number of studies included in

a meta-analysis is less than five.34 A third criterion to

consider refers to statistical heterogeneity. The fixed-

effects model assumes that all studies included in a

meta-analysis are estimating a single true underlying

effect. If there is statistical heterogeneity among the

effect sizes, then the fixed-effects model is not appro-

priate. The random-effects model should be considered

when it cannot be assumed that true homogeneity

exists.

Similarly, a fourth criterion refers to the likelihood of a

common effect size. In fixed-effects models, we assume

that there is one common effect. A random-effects

model assumes each study estimates a different under-

lying true effect, and these effects have a distribution

(usually a normal distribution). Fixed-effects model

should be used only if it reasonable to assume that all

studies shares the same, one common effect. If it is not

reasonable to assume that there is one common effect
Healthcare � 2015 University of Adelaide, Joanna Briggs Institute
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Goal of statistical inference
Is there the intention to

apply the results only
to the included studies
(no generalizations ?)

Is there the intention to
generalize the results
beyond the included

studies (generalization
inference)?

Is there statistical, clinical, or
methodological heterogeneity?

Perform meta-
analysis; use fixed

effects model

Perform meta-analysis;
use random effects

model

Do not perform
meta-analysis

Do not perform
random effects
meta-analysis

Re-consider the goal of
statistical inference and the
appropriate model for meta-

analysis

More than five 
studies?

Yes

No

No

Yes

Consider fixed
effects model

Consider random
effects model

Figure 1. Decision flow chart for the selection of the statistical model for meta-analysis.
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size, then the random-effects model should be used. If

the studies are heterogeneous from a clinical and meth-

odological point of view, it is unreasonable to assume

that they share a common effect. Another criterion refers

to the heterogeneity of sample sizes of included studies.

The fixed-effects model is preferable when one study is
International Journal of Evidence-Based Healthcare � 2015 University

niversity of Adelaide, Joanna Briggs Institute. U
much larger (and usually it is presumed that it is more

trustworthy) than one or more smaller studies.34

The use of the fixed-effects model and random-

effects model presented here are based on a careful

examination of the international literature.34–52 It

represents an accurate reflection of a classical or
of Adelaide, Joanna Briggs Institute 203
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traditional view of the two meta-analysis models. It is

worth acknowledging, however, that this traditional

approach to meta-analysis has been critiqued by statis-

ticians who suggested that this approach to meta-

analysis is flawed and should be replaced.53–65

The traditional approach to meta-analysis as

described in this article should be viewed as an accept-

able simplification for novice reviewers without sophis-

ticated statistical skills. The complexity of study designs,

analysis approaches, and considerations related to risk of

bias and the influence of moderator and mediators

encountered in real statistical practice may require the

use of more complex models for meta-analysis, some

which include mixed-effects models, hierarchical

models, and factorial models.37,42,44,45,47,49,66–70 These

approaches are complex and require sophisticated stat-

istical skills. However, some of the newer approaches,

including the inverse variance heterogeneity model and

the quality-effects model proposed by Doi et al.55,56 may

be more accessible to novice reviewers, and should be

used if possible.

Statistical significance, practical significance,
and clinical significance
Many review authors exclusively focus on statistical sig-

nificance of the results. We recommend that the signifi-

cance of the results should be considered from three

different perspectives: statistical significance, practical

significance, and clinical significance. Different authors

use the terms practical significance and clinical signifi-

cance with different meanings; our use of the terms is

summarized in Table 5. Details with regard to these types

of significance and a summary of international literature

regarding guidance for interpretation of results (what is

considered a significant OR, RR, RD, etc., from a practical

point of view) are provided by Tufanaru et al.71

Conclusion
Conducting a systematic review of effectiveness can be a

difficult undertaking for the reviewer. The commentaries

presented within this article are aimed to assist reviewers

and it is hoped that it may improve the quality of the

systematic review (meta-analysis) process, and presen-

tation and interpretation of the results.
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